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Abstract

At present, both at European Union and world leeadperts are preoccupied to find the best
method for the deseasonalisation of a time sehiasshould assure the comparability of statistidat
ta. The present paper follows the line of theseaesees.

In the study, we undertake a comparison of the megsesentative methods based on moving
average filter: moving average method, Census X-&thod and X-12 ARIMA method. Theoretical
research shows the superiority of X-12 ARIMA metkddch has incorporated the previous methods
as regards the algorithm and the advantages, cbutimg to the improvement of the weaknesses of the
former methods. The criteria for the comparisortted results obtained through the three methods
applied to the time series of unemployment rafRamania during the period 2000 - 2007 didn’t indi-
cate a unique method, as being the most adequatieé@asonalisation.
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1. Introduction

Lately, Romania has recorded an economic growfleated in positive trends of the
evolution of GDP, growth rhythm of industrial pradion, final consumption and gross
fixed capital formation. As regards the economiavgh, economic analyses of international
organisms have placed Romania on one of the fwsitipns among the European Union
member states.

Positive aspects of the economical situation in Boim are reflected on labor market
too, in the increasing number of occupied poputatiod in the reduction of unemployment.
At present, unemployment rate in Romania presetésd@ency of decrease comparing with
anterior period, having a level inferior to averadgeel of European Union.
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Analysis of unemployment rate is of great impoctmsince this indicator, together
with other macro-economical indicators, revealsegahand structural changes that occur in
transition period towards an economy with a contigetimarket.

In the paper we aim to find the best method tdyaeathe seasonal variations of the
time series of monthly unemployment rate in Romadiaing the period January 2000 —
November 2007. Data are selected from the datadvemiéable on Eurostat site [Eurostat,
2008].

We use the following methods for the extractiors@fsonal variations in a time series
that are founded on a moving average filter: movdrgrage method, Census X-11 method
and X-12 ARIMA method. Comparison is done with mspto algorithm, advantages,
limits, and also according to the obtained results.

Unlike the case of methods based on econometritelmpcomparison of the results
provided by certain methods based on a moving gesfilier is very difficult. They are ad-
hoc methods and they don't include instruments thay assure statistical inference basis.
At the present time, experts in this field are prpied to find the best method for seasonal
adjustment of time series and, in this contextfind unique criteria for comparison of
methods. The present paper follows the line ofehlesearches aiming to identify the “best”
method for extracting seasonal variations from tihee series of unemployment rate in
Romania.

2. Presentation of the methods

The extraction methods of seasonal component wanst on the moving average
filter have the simplest method, calletbving average methpas their ,core” (figure 1).
The more complex methods, Census X-11 and X-12 ARINave refined moving average
method, have improved its limits and have develdpedalgorithm, so that moving average
method may be considered as being integrated isesuiently developed methods.

/ Moving Average Method

Census X11 Method

/" X-12 ARIMA Method

Fig. 1 Methods for the extraction of seasonal compent based on moving average filter

2.1. Moving average method

Moving average method, also called the classicahatk represents the most simple
method for the extraction of seasonal variationsu®onnais, R., 2004, 23-24, 31-33; Jaba,
E., 2002, 444-447; Vaté, M., 1993, 181-18bhe algorithmof the method contains a se-
quence of operations, with particularities for thedel of aggregation of the temporal series
components, additive or multiplicative. Applicatiohmoving average method to a time se-
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ries obtained through multiplicative aggregationtsfcomponents, such is the series of un-
employment rate in Romania, implies the followirfgtlte next steps: a) adjusting the time

series using moving averagey; ) — consists in estimating tendency through a mosawg
erage of order equal to the period of seasonahtianis; b) computing of seasonal indices
(it) — as ratios between observed terms and those adjtietedgh moving average; c)

computing seasonal coefficient§ﬁ, j=12,...,P, with P being the period of seasonal

variations) — as the average of seasonal indicegsmonding to seasonal perip{month,
trimester etc.) during the-1 observed years of the adjusted series; d) cooredti the sea-

*
sonal variations of the time seri¢y; ) — as ratios between empirical valueg ) and
corresponding seasonal coefﬁcienﬁj(t ).

The advantagef the elementary method of moving averages ctmgighe simple al-
gorithm, with quick calculation, easy to effectuatith and without the help of a computer.
Application of this method iBmited by the using of moving averages in the first siEfhe
algorithm for the estimation of the tendency, whétfortens the temporal series Wikl
terms, wherd is the order of moving average, which is the penbseasonal variations. In
addition, the determinist assumption of seasonaatirans, which are repeating rigorously
identical from a periodP to another period, is very restrictive and onlytlyarespected in
real economy.

2.2. Census X-11 method

Census X-11 method was proposed by Shiskin, YoudeMusgrave, in the year 1967.
The method follows principles that underlie moviamgerage method for the extraction of
seasonal variations of a time series and, in addiit uses aiterative principlein estima-
tion of the components of the series (BourbonrRis2004, 34-35; Lidary, D., 2001, 15-31;
Vaté, M., 1993, 186-187).

Unlike the moving average method, Census X-11 mtethas instruments imple-
mented for the identification and correction of @tal values and of calendar effects
(trading day effect, Easter effect etc.). Theseaf are estimated using linear regression
models, on the basis of residual component whicbrporates them.

The algorithmof Census X-11 method incorporates the simplerahgo of the mov-
ing average method. The main stages are denotédceyiital letters: A, B, C and D. Each
stage is composed of two sub-stages that respeditéps of the simple algorithm of de-
composition of time series.

Census X-11 method presents #tlvantageof correcting atypical values and calendar
effects. The method overtakes the limits of thértgeatment of seasonal variations, by cal-
culating seasonal coefficients with moving averag@seach seasonal sub-stage from each
year. Census X-11 method treats random seasoriativas and it is both a method of de-
composition of time series and a method of foréegst

The maindisadvantagef Census X-11 method consists in using movingayes that
are asymmetric at the ends of the temporal sefiersther weak point of X-11 method is
represented by the lack of explicit models. Morantlthat, users might have different op-
tions in application of the method, so that theagi®d results for the same time series may
not be compared.
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2.3. X-12 ARIMA method

X-12 ARIMA method was proposed in the second pathe ‘90s by Census Office of
United States, being the most recent version oftkéhods from Census X11 family (De-
metra 2.0X User Manual, 2002, 48-66; Fischer, B95] 13-16). X-12 ARIMA method and
TRAMO/SEATS represent methods of seasonal adjustaesepted and recommended, at
present, by Statistical Office of the European Wr{Burostat).

X-12 ARIMA method solve the problem of the ,endigs” of Census X11 method by
extension or prolongation of the original seriestta two ends, with values estimated
through ARIMA model. Thus, the estimators of tharte from the ends of the series are
improved. Prolongation of the original series, atiuent of atypical values and of calendar
effects are done with regARIMA models (regressiadeis with ARIMA errors).

Extraction of seasonal variations of a time seuigisg X-12 ARIMA method implies
the following synthetic algorithm: a) identifyinge aggregation scheme of the components
of the series and transformation of the seriesutfindogarithm, in the case of multiplicative
scheme; b) estimating and testing reg-ARIMA modsing maximum likelihood method,
including trading days effect, Easter effect, autleffect and other special effects, and
ARIMA model of regression errors, with the verifimm for the significance of its
parameters; c) prolongation of the series usinggmosis with ARIMA model, for 12
months, in the case of monthly temporal series,fand trimesters, in the case of quarterly
time series; d) decomposition of the ,linearizedtias through Census X-11 method.

Comparing with X-11 method, incorporated inXt12 ARIMA method presents the
advantageof correcting calendar effects (trading day efféaister effect, holidays effects)
and extreme values effect using regression methdbe pre-adjustment stage. This method
provides a good solution for the problem of ,enéhpsd by extension or prolongation of the
original series at its two ends, with values estadaising ARIMA models.

We consider that weaknes®f the method is the possibility to apply differ@niteria
for the approval of the time series treatment, Whiises the problem of the comparability
of the results obtained using different versionthefmethod or different time series.

2.4 Criteria for comparison of the results providedby different methods for the extraction
of seasonal variations

Comparison of the methods for the extraction ofsseal variations as regards the
obtained results is very difficult. In specialifyefature, the american Boérn Fisher suggests
several criteria for the comparison of the respitsrsided by several methods for analysis of
seasonal component of a time series, such as @figeh 1995, 34-38): a) the concordance
between the annual sum of the original series’ $eemd that of the seasonally adjusted
series, measured through absolute mean differestveebn the annual sum of the original
series’ terms and that of the seasonally adjustgdss b) the orthogonality of the seasonally
adjusted series and seasonal variations, usinduabsnean difference between the values
corrected of seasonal variations obtained from ftte#¢ and from the second seasonal
adjustment; c) the variability of the seasonal congnt, measured with relative mean
square difference between the coefficients cornedipg to monthj from successive years;
d) the correlation between variation of seasonainpmnent estimated with different
methods, using Spearman coefficient etc.
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3. Results

The first step when analyzing a time series isdeetification of its components using
methods as: linear chronogram, autocorrelationtfancFisher test. The stage of the identi-
fication of the components of the series comes withidentification of their aggregation
scheme too. To achieve this we could use the bestdahd Buys-Ballot test (Bourbonnais,
R., 2004, 9-22; Gagea, M., 2004, 223-232).

The methods for the identification of the composesftthe series and of their aggrega-
tion scheme have unitarily indicated the preseridhe following components in the time
series of unemployment rate in Romania: trend comapt seasonal component and random
component. The adequate aggregation scheme obthpanents is the multiplicative one.

3.1. Extraction of seasonal variations out of theime series of unemployment rate
in Romania using moving average method

Extraction of the seasonal variations out of tmeetiseries of unemployment rate in
Romania using average moving method, the multiplieaversion, is done with SPSS soft-
ware. Seasonal component expressed with seasonfficemts is plotted in figure 2.
Graphical comparison of the original time seried trat of the series corrected of seasonal
variations (figure 3) indicates a significant inase of seasonal variations and of random os-
cillations around the trend line, so the chosemdesnalisation model is accepted.
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Fig. 2 Seasonal component of the series of Fig. 3 Original series and deseasonalised serietwi
unemployment rate in Romania, during the period  moving average method, for the unemployment rate in
2000 —2007, extracted with moving average method Romania, during the period 2000 — 2007

3.2. Extraction of seasonal variations of the unendpyment rate in Romania
with Census X-11 method

Extraction of seasonal component of the unemploymee in Romania with Census
X-11 method, the multiplicative type, is done wiKiews 5 programme.

During the stages B and C, preceding the finalagkion of the seasonal component,
Census X-11 method has identified 15 outliersyhich we compute the factors of correc-
tion of the seasonal indices and the values ofacgphent. The most outliers are recorded
during December (four values) and January (thrésegy
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Fig. 4 Seasonal component of the series of Fig. 5 Original series and deseasonalised seriethwi
unemployment rate in Romania, during the period Census X-11 method, for the unemployment rate in
2000 —2007, extracted with Census X-11 method Romania, during the period 2000 — 2007

It can be noticed that the amplitude of seasonahtians extracted with Census X-11
method (figure 4) decreases in time, following ttescending line of the phenomenon’s
tendency of evolution. The unemployment rate ceesgt®f seasonal variations presents a
significant decrease of the variation amplitude paring with the original series (figure 5).

3.3. Extraction of seasonal variations of the unendpyment rate in Romania
with X-12 ARIMA method

The seasonal variations of unemployment rate in &oanare extracted using X-12
ARIMA method, the multiplicative version, with Detna 2.1 programme, the automatic
procedure.

The output of X-12 ARIMA method for the extractiof seasonal component of un-
employment rate in Romania is structured on thsmmds: information about the used
model, information about criteria for the validatiof modeling and diagnosis of Demetra
programme. We obtained the following informatioroabthe used model: 1) series’ terms
were logarithmic transformed and the log-additivedel of aggregation was used; 2) trad-
ing day effect isn't statistically significant ants correction was not applied; 3) Easter
effect isn't statistically significant and its cention was not applied; 4) there were identi-
fied 2 outliers: January 2002 (LS), January 2008)(L5) the model of stochastic process
generating regression errors is ARIMA(2,1,2)(0,:,)vith all its parameters being statisti-
cally significant, according to t-Student testtl6@ estimation of the seasonal variations was
done with the moving average filter MM3x3, whileetBstimation of the trend was accom-
plished with Henderson moving average filter oéfnts.

Equation of reg-ARIMA model may be symbolically tigin as it follows:Yy; =2 out-

liers + X, where X; represents the regression errors generated bgtdlebastic process
ARIMA(2,1,2)(0,1,1),.
All the criteria for the validation of the modelingf unemployment rate in Romania

through the estimated model are satisfied and Dnpebgramme accepts the treatment of
the time series with this version of X-12 ARIMA rhet.
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As in the case of the seasonal variations extrastdd Census X-11 method, the am-
plitude of seasonal variations extracted with XARIMA method (figure 6) decreases in
time, following the descending line of the phenoo@a tendency of evolution. The time
series corrected of seasonal variations presesitpdicant decrease of the variation ampli-
tude comparing with the original series (figure 7).

3.4. Comparison of the results obtained with diffeent methods for the extraction of
seasonal variations, for unemployment rate in Romaa

We apply the following criteria for the comparisoh methods for the analysis of
seasonal component of temporal series: the coneoedaetween the annual total of the ori-
ginal series and that of the seasonally adjustetbssethe orthogonality of seasonally
adjusted series and seasonal variations, the W#gialof seasonal component, the
correlation between components extracted with diffemethods.

a) Concordance between the annual total of the origiseries and that of the
seasonally adjusted series

The absolute mean difference between the annoal$wriginal series’ terms and the
annual sum of the terms of each of the four sedisomdjusted series (table 1) is calculated
with the relation:

n *
s -s
Ma=1=L
n
where:
 Ma represents absolute mean difference between tiheahsum of the origi-
nal series’ terms and the annual sum of the adjustges’ terms;

*+ S - sum of the original series’ terms, correspondimgeari, i =1n, with

P
S = 2 Vjj , P being the period of seasonal variations;
j=1
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. 3* - sum of the seasonally adjusted series’ termgesponding to year,
_— P * *
i=1n,with § = > v, Yij being the adjusted value corresponding to year
j=1
i and seasonal perigd
We consider to be a better method the one for lwhlisolute mean difference is mi-

nimal. In the considered example, the criterioridatés Census X-11 method as being the
most efficient one (table 1, column 2).

Table no. 1 — Elements of calculation

Method Absolute mean Absolute mean Relative mean
difference between | difference between square difference
the annual sum of the terms adjusted | between successive

the terms once and twice coefficients
1 2 3 4
Moving average method 0.263 0.0038 -
Census X-11 method 0.216 0.0419 0.0044
X-12 ARIMA method 0.22p 0.1625 0.0022

b) Orthogonality of seasonally adjusted series aedsonal variations

Consider that the series corrected of seasonahtiais shouldn’t contain traces of
seasonal variations. Thus, if we apply a new seddiitering to the series already corrected
of seasonal variations, the resulting series shouilccide with the first one.

In order to verify this assumption we do as itdels: we calculate absolute differences
between the values corrected of seasonal variatibtasned through the first and the second
seasonal adjustment; then, we determine absolue difference with the relation:

T
2

M:t:1

* * %
t

Yt -

T
where: y: represents the adjusted value through the filtstrifig, at moment, and

y’;* is the adjusted value through the second filtgraignoment.

It is considered to be a better method the onafoch we get the smallest value of the
absolute mean difference between the values olstdareugh the first and the second sea-
sonal adjustment. In the considered example, thtbadewith the best results is the moving
average method (table 1, column 3).

c¢) Variability of the seasonal component
The variability of the seasonal component is measwising the relative mean square
difference between the seasonal coefficients cporeding to monthj, from successive

years:
2
n [Skj = S(k-1)] J

Mo = k2L (k)]
SIT n-1
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It is desirable that the variability of the coeféints corresponding to the same period
to be as small as possible.

The variability of the seasonal component extractsidg moving average method is
always zero, since the method is based on therdigtist principle, so that seasonal varia-

tions are identical from a seasonal peiljiod another, j = 1,P. We study this criterion only
for Census X-11 and X-12 ARIMA methods. Monthlyat®e mean square difference be-

tween successive seasonal coefficients is minirmoal ¥-12 ARIMA method (table 1,
column 4).

d) Correlation between components obtained witfediht methods

The correlations between seasonal components tedradth different methods are
calculated usin@pearman’s rank correlation coefficie#tll the estimations of Spearman’s
coefficient are statistically significant and geyathan 0.95, meaning that seasonal compo-
nents estimated using different methods are vagety correlated (table 2).

Table no. 2- Correlation between seasonal companextracted using different methods

Seasonal Seasonal Seasonal

Coefficients Coefficients Coefficients
MA X11 X-12 ARIMA

Spearman's tho  Seasonal Coefficients MA  Correlation Coefficient 1.000 .979* .961*
Sig. (2-tailed) . .000 .000
N 95 95 95

Seasonal Coefficients Correlation Coefficient .979*1 1.000 L9674
X11 Sig. (2-tailed) .000 . .000
N 95 95 95
Seasonal Coefficients Correlation Coefficient .961*) 9674 1.000

X-12 ARIMA Sig. (2-tailed) .000 .000

N 95 95 95

**. Correlation is significant at the 0.01 level (2-tailed).

4. Conclusions

The methods for the extraction of seasonal vanatidased on moving average filter
are ad-hoc methods, making difficult the comparisbihe results obtained with different
methods Criteria for the comparisonsuggested by Boérn Fisher in a study done for £uro
stat, didn't indicate a unique method as being the maktqgaate for the extraction of
seasonal variations from the time series of unegmpént rate in Romania

As regards the criterion of the concordance betwkerannual total of the original se-
ries and that of the seasonally adjusted seriesyigthod with the best results is Census X-
11. The criterion of the orthogonality between fmasonally adjusted series and the sea-
sonal variations has indicated the moving averagthod to be the best, closely followed by
Census X-11 method. The third criterion, the valitgbof the seasonal component, has
placed X-12 ARIMA method on the first place, haviagmall advantage comparing with
Census X-11 method.

The three compared methods led to much closedtsesihis aspect is emphasized
both with the comparative graphical analysis oeeal variations extracted using different
methods and with the measurement of their cormlatvith Spearman’s coefficient.
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We consider that the best method for the extraaifoseasonal variations should lead
to the best prognosis, too. In this context, tha@lwation of the results of the different meth-
ods for the extraction of seasonal variations maydone, indirectly, using prognosis
performance indicators. They are measured duriedatt stage of the analysis of a time se-
ries, which is the prognosis stage.
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