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Abstract  
 

The purpose of this paper is to study the identification methods of the nature of the seasonal 
component of a time series. These methods are represented by the verifying tests of the unit root for 
the models of seasonal autoregressive processes: the HEGY test, the Franses test, etc. In practice, it 
has been demonstrated that the seasonal component is both deterministic and stochastic. The HEGY 
test allows identifying the nature of seasonal variations, but it is difficult to establish a limit between 
the two parts. The correct arbitration of the test’ results of seasonal autoregressive processes, with 
and without a deterministic component, makes it possible to choose the appropriate methods of 
seasonal variations elimination. This aspect is highlighted by analysing the time series defined by 
Romania’s quarterly exports between 1990 – 2006.   
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1 Introduction  
 

Seasonal variations are characterised by successive growths and decreases which, 
theoretically, are rigorously repeating in an identical manner from a p period to another 
[Jaba, E., 2002, p. 423]. Thus defined, seasonal variations can be eliminated through 
deseasoning filters (the moving averages method, the regression method with a time 
variable), or they can be extracted with seasonal dummy variables (the regression method 
with dummy variables).  

Practice has shown that many economic variables, under observation with periodicity 
inferior to a year, have seasonal variations that change in time, with irregular range. In such 
situations, seasonal variations have a stochastic nature, and the stochastic processes 
generating time series are called seasonal unit root processes [Aquirre, A, 2000, p.4]. An 
exclusively deterministic approach of the seasonal component in a random universe would 
neglect an important source of instability of the studied phenomenon.  

The nature of the seasonal component is established by testing the seasonal unit root. 
Some frequently used tests are the HEGY test (Hylleberg-Engle-Granger-Yoo), for quarterly 
seasonality, and the Franses test, for monthly seasonality. Within literature, the development 
of the identification methods regarding the nature of the seasonal component of time series 
has been made possible due to authors who, to a great extent, have also given the name to 
such tests: S. Hylleberg, R.F. Engle, C.W.J. Granger, H.S. Lee, P.H. Franses, E. Ghysels, 
D.R. Osborn. 

The purpose of this paper is a theoretical and practical presentation of the steps taken 
to verify the unit root in a series of quarterly seasonality by using the HEGY test. The 
practical example is based on the definite series of Romania’s quarterly exports in the period 
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1990 - 2006. Depending on the seasonality nature, the elimination quality of seasonal 
variations through known filters is observed.  

Due to their novelty, the proof tests of the seasonal, quarterly or monthly unit root are 
implemented in a reduced number of time series analysis programmes. In this paper, the 
JmulTi programme is used, which has the HEGY test implemented, with an extended 
alternative for monthly seasonality. Another programme, much more wide-spread than 
JmulTi, but limited only to unit root testing for quarterly seasonality, is the STATA 
programme.  

The data used in this paper have been taken from the Monthly Statistical Bulletin, The 
National Institute of Statistics, Romania, no 1 / 1991-2007. 

 
2 Testing the seasonal unit root with the HEGY test 

 
Establishing the nature of seasonal variations by unit root testing is a relatively recent 

datum. The first applications of these tests were on time series with quarterly seasonality, 
and they were performed by Hasza-Fuller (1981), then by Dickey-Hasza-Fuller (1984) and 
developed soon after that by Hylleberg-Engle-Granger-Yoo (1990) [Bourbonnais, R.,  2004, 
p.169]. Nowadays, unit root testing in the case of series with a quarterly seasonality is often 
done with the HEGY test.  

It is thought that a seasonal time series can be represented by one or several of the 
following three models [Bourbonnais, R.,  2004, p.170]: 

a) purely deterministic seasonal model: ∑
−
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where: 
ty is the observed value of the phenomenon at a t moment; 

0α  - constant of the model, respectively ordered at its origin of the linear trend (if 
necessary); 

β  - slope of the linear trend; 

jα  - seasonal coefficient corresponding to the seasonal period j; 

jtD  - dummy variable related to the seasonal period j; 
P – periodicity of the seasonal component, for the quarterly seasonality 4=P ; 

tε  - “white noise” errors, tε ),0( 2
εσiid→ .  

The model can be extended to polynomial deterministic tendencies with a degree 
higher than one.  

b) random stationary seasonal model: tttyL εμφ +=)( , 
 where: 
 )(Lφ  is the polynomial of the lag operator whose roots are outside the unit circle 

of the complex plan; 
 tμ  may be a constant, a tendency or dummy variables related to seasonality; 
c) integrated seasonal model: tttYL εμφ +=)( , 
 where )(Lφ is the polynomial of the inequality operator which has at least one unit 

root.  
Determining the unit roots of the polynomial )(Lφ  with the aid of the HEGY test is 

based upon the seasonal difference filter, having the form: )()1( LL P
P Δ=− , 

 where: 
 L is the lag operator, Ptt

P yyL −= ; 
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 Δ - difference operator, 1−−=Δ ttt yyy ; 
 P – periodicity of the seasonal component, for the quarterly seasonality 4=P . 
The polynomial )1( 4L−  is decomposed into )1)(1)(1)(1()1( 4 iLiLLLL +−+−=− , with 

the following roots: an un-seasonal unit root, 11 =r ; three seasonal roots with a unit module, 
12 −=r , ir =3 , ir −=4 . 

 In order to test the hypothesis on the existence of a unit root, “auxiliary regression” 
is used [5, p. 6]: 

 tttttt t
yyyyyL εμππππφ +++++=

−−−− 1,342,331,221,11,4
* )(   (1) 

 where: 
 tky ,  are filtered series of different seasonal components of the series ty , 

tktk yLy )(, φ= , for 1=k  and 4 ; tktk yLy )(, φ−= , for 2=k and 3 ; 
 )(Lkφ  - usual filters by which the seasonal roots of a unit module are eliminated, 

others that the one corresponding to the component k: 32
1 1)( LLLL +++=φ ; 

)1()( 32
2 LLLL ++−−=φ ; )1()( 2

3 LL −−=φ ; 4
4 1 L−=φ ; 

 tμ  may be a constant, a tendency or dummy variables related to seasonality; 

 tε  - “white noise” errors, tε ),0( 2
εσiid→ . 

The parameters of equation (1) are estimated through the last squares method. 
The order of the polynomial )(* Lφ is determined either by the gradual growth of the 

inequalities until “white noise” errors are obtained, or by minimising the values of the model 
comparison criteria (AIC – Akaike Information Criterion or SIC – Schwartz Information 
Criterion) [2, p.171]. 

 The test principle. One admits that )(Lφ  has a unit root in kr  only if 0=kπ . 
 The null hypothesis of the test includes the significance of the auxiliary regression 

parameters kπ . The significance of the parameters 1π  and 2π  is verified by testing the 
individual hypotheses [7]: 

 a) aH 0 : 01 =π ;  b) bH 0 : 02 =π . 
The statistical test. The values of the statistics t are calculated and compared with the 

critical values tabled by Franses and Hobjin (1997), for v  degrees of freedom and a 
threshold of significance α , in general 05,0=α . 

 The decision rule. If the calculated test value is higher than the theoretical value 
( thtt

k
>π ), the null hypothesis 0H is accepted. 

 If the null hypothesis is admitted 0H : 01 =π , the time series has an un-seasonal 
unit root, 11 =r , which is eliminated through the regular difference filter (1-L). If one 
accepts 02 =π , the series has an un-seasonal root 11 −=r , and it is filtered with the 
operator (1+L). 

 The parameters 3π  and 4π  can be individually checked, but testing the conjugated 
null hypotheses is preferred, for which the statistical test becomes more powerful: 

 c) cH 0 : 043 == ππ ;  d) dH 0 : 0432 === πππ ;  e) eH 0 : 0=kπ , ∀  4,1=k . 
 The statistical test. The conjugated null hypotheses are verified with the F test, 

corresponding to the Fisher test. 
 The decision rule. If the test calculated value is lower than the theoretical value 

( thFF
k

<π ), the null hypothesis 0H is accepted, under the conditions of the accepted riskα . 
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 If the parameters 3π  and 4π  are null, the time series has two seasonal roots of a 

unit module, ir =3 , ir −=4 , which are eliminated through the filter ( 21 L+ ). 
 The asymptotic distributions of the statistics t and F differ according to the 

deterministic term included in the model (trend, constant, dummy variables). The critical 
values of the tests t and F  have been tabled for each model, taking into account thresholds 
of significance and samples of different sizes.  

 Testing the deterministic term 
 The trend parameters and the coefficients of the dummy variable which could be 

included in the model are tested with the aid of the t-Student test, according to the decision 
hypotheses and rules corresponding to the bilateral test. If one rejects the null hypothesis 
formulated on the coefficients of the dummy variables, and to the seasonal coefficients 
respectively, the conclusion is that seasonality has a deterministic component.  

  
3 Identifying the nature of seasonal variations of Romania’s quarterly exports  
 
 The dynamic form of the series defined by Romania’s quarterly exports between 

1990-2006 is analysed through graphical and numerical methods. The methods used are the 
linear chronogram and the Fisher test. Both methods show the presence of the seasonal 
tendency and component in the time series under analysis.  

 The purpose is to identify the nature of seasonal variations, with the aid of the 
HEGY test, by using the JMulti programme. The model with a linear trend and dummy 
variables is estimated. The output of the HEGY test contains the estimated and tested values 
of the model parameters, as well as the critical values of the corresponding tests.  

 
Source: Processed with the JmulTi programme, according to the Monthly Statistical Bulletin, 

National Institute of Statistics, no 1/1991 – 2007 
Fig. 1 Estimated and tested values of the parameters of the model with a linear trend and 

dummy variables  
 For an admitted risk of 5%, the results of the HEGY test applied to the series of 

“Romania’s quarterly exports” lead to the following decisions: 
 - the hypothesis on the existence of a deterministic part in the seasonal component 

is accepted, and the seasonal coefficients 3 and 4 are significantly different from zero (figure 
1): ),t(),t( thS 9611033 =>=  and ),t(),t( thS 9614824 =>= ;  

 - the hypothesis on the existence of the linear trend is rejected (figure 1): 
)96,1()86,1( =<= thb tt . 

 The model with dummy variables and without a linear trend is estimated and 
tested. According to the results (figure 2), the seasonal component has a deterministic part, 
represented by the seasonal coefficient S3 statistically significant: 

),t(),t( thS 9614223 =>= . 
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 The null hypotheses regarding the roots 1π  and 2π are accepted; thus, the model 
has a unit root, the seasonal variations contain a stochastic part and have a semester 
periodicity (figure 3):  

 ),t(),t( th 842540
1

−=>−=π , ),t(),t( th 832861
2

−=>−=π , 
 ),F(),F( th 576368

43
=>=ππ , ),F(),F( th 955507

432
=>=πππ ,  

 ),F(),F( th 565805
4321

=>=ππππ . 

 
Source: Processed with the JmulTi programme, according to the Monthly Statistical Bulletin, 

National Institute of Statistics, no 1/1991 – 2007 
Fig. 2 Estimated and tested values of the seasonal coefficients for the model without a 

linear trend 
 

 According to the results of the HEGY test, the seasonal component has both a 
deterministic and a stochastic nature. Under these circumstances, seasonal variations are 
eliminated, in a first stage, through the method of deseasoning moving averages, the 
additive variant [Jaba, E. 2002, pp. 445-447; Vaté, M., 1993, p. 185]. The HEGY test is 
applied for the time series which has been corrected of all seasonal variations. The results 
confirm that the deterministic component of seasonality has thus been eliminated, and the 
unit roots have been maintained 1r  and 2r : )39,3()297,2(

1
−=>−= thttπ , 

)82,2()165,2(
2

−=>−= thttπ . A thorough filtering would assume the elimination of the 

module unit roots through the filter )1()1)(1( 2LLL −=+− . However, in practice, the 

quarterly seasonal difference filter )1( 4L− is applied automatically. There is a test of the 
presence of the seasonal unit root within the deseasoned and filtered series. The goal to 
eliminate mixed seasonal variations has been achieved. 

  
Source: Processed with the JmulTi programme, according to the Monthly Statistical Bulletin, 

National Institute of Statistics, no 1/1991 – 2007 
Fig. 3 Estimated and tested values of the roots kπ  for the model with dummy variables 

and without a linear trend  
 The variant of the model without dummy variables is analysed, and the result is a 

seasonality of an exclusively stochastic nature, having all the seasonal roots of a unit module 
present. The appropriate filter for the elimination of seasonal variations is the seasonal 
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difference operator )1( 4L− . The HEGY test is applied to the series thus filtered, and the 
conclusion is that the seasonal variations have been completely eliminated. 

 One may notice that the seasonal variations are completely eliminated both through 
the seasonal coefficients mixed variant – the seasonal difference filter, and through the 
exclusive variant of the seasonal difference filter.  

 Choosing one of the variants for the elimination of the seasonal component is a 
very delicate matter. The variant of the seasonal component of a stochastic nature has 
offered clearer results, and the elimination of variants was simpler and faster; however, one 
cannot neglect the deterministic component. The disadvantages of the two approaches are 
that the elimination of seasonal variants in two stages is very difficult to apply, and the 
seasonal difference operator )1( 4L−  induces variation range higher than the moving 
averages. 

 
 4 Conclusions  
 
 Knowing the nature of the seasonal component in a time series is very important in 

order to choose the appropriate methods to treat the series. Both the elimination of seasonal 
variations and their modelling or forecasting is done through specific methods, which differ 
according to the nature of the seasonal component.    

 Depending on the results of the seasonal root testing and of the seasonal 
coefficients, the seasonal component may be deterministic, stochastic or mixed. In order to 
eliminate seasonal variations, the stochastic part applies a seasonal difference operator, 
according to the existing seasonal roots; the deterministic part is filtered by moving averages 
or is isolated by dummy variables.  

 In the example presented, the deterministic component of seasonality seems rather 
weak; thus, the complete variation filtering can be explained through the difference 
operator )1( 4L− . In practice, there are frequent situations in which the deterministic and 
stochastic components of seasonality are equally strong and need to be treated 
simultaneously. 

 It is necessary to identify the seasonal roots of a unit module in order to establish 
the form of the filter, as the seasonal difference filter )1( 4L−  proposed by Box-Jenkins to 
eliminate quarterly stochastic seasonality achieves its goal only if all the seasonal roots are 
present. Otherwise, a super-filtering of the series is performed, having different effects on 
the results of the analysis. 
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