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Abstract

Risk assessment is a critical step in achievingdefihing the audit. Under these conditions, the
concerns for developing the best methods in teid &re varied. Both at practical and theoretical4
el, in auditing, but also in other activities, aneumerous qualitative, semi-quantitative and
guantitative methods which try to estimate individc@mponents of risk for a result to better reflect
the reality. However, in our days, there is now avarsally accepted method, able to predict and as-
sess all events and actions carry risks. In thipgraare presented, with examples, the three main
categories of risk evaluation methods (quantitatwvel semi-quantitative and qualitative) and how
they can be applied in auditing, trying to identifie method that best meets the actual requirenoénts
a specific mission.
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1. Introduction

Risk assessment is a complex stage, regardledse ddtivity associated with it, be-
cause, beyond any statistical and mathematicalledions, implies a certain vision and an
attempt to predict the future, to assess posseoigers, attacks and threats which could face
an economic entity including the actions of thaseolved in its activities. In principle, risk
assessment is a systematic process to identifycantpare that to consider the organiza-
tion's key assets, threats and vulnerabilities ¢hatoccur, the likelihood and consequences
and protective measures that can be counterachesl attivity is often the most complex of
the risk management process because of such fastors

» opportunities and threats can interact in ways ¢thanot be anticipated (for example,
behind the initial schedule may force consideratibra new strategy that ultimately
leads to decrease the time allocated to project)

» a single risk can have multiple effects: additiooadts, delays, penalties, reducing the
quality of results;

» events which are opportunities for a person or mmgdion (cost savings) may be
threats to other (reducing profits);
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» mathematical techniques used to quantify the risly provide a time accuracy and
safety unfounded.

In risk assessment, analysis and statistical catiounls reported in frequency of occur-
rence of risks are designed to determine the likell of their occurrence. If there is
relevant and reliable data available, subjectiveneges may be used. To avoid confusion
caused by subjectivism in the risk assessment easobsulted experts. Benefits of risk as-
sessment phase are reflected in: provides thelplitysio take comparisons with historical
data or risk level in the field, can risk aggregatof several activities to provide a value for
total risk, the knowledge level of uncertainty asated with results tracked and whether to
be made when the decision risks.

The audit risk is that situations when the audéxpresses an inappropriate audit opin-
ion when the financial statements are materiallysstaited. [IFAC, 2009, 19] In its
determination is necessary to analyze the reldtipnsetween costs of views inconsistent
with the facts and costs of achieving the additidests necessary to reduce risk. Compo-
nents of audit risk, according to Internationalr8i@ds on Auditing are [IFAC, 2009, 34-
81]:

» Inherent riskis the susceptibility of an assertion about a<lafstransaction, account
balance or disclosure to a misstatement that cbeldnaterial, either individually or
when aggregated with other misstatements, befonsideration of any related con-
trols.

» Control risk is the risk that a misstatement that could ocouan assertion about a
class of transaction, account balance or discloancethat could be material, either
individually or when aggregated with other misstagats, will not be prevented, or
detected and corrected, on a timely basis by ttigysninternal control.

» Detection riskis the risk that the procedures performed by thditauto reduce audit
risk to an acceptably low level will not detect &statement that exists and that could
be material, either individually or when aggregateth other misstatements.

Based on the three risks mentioned is the sizd@fsample. Typically, audit risk is
considered a constant (5%) and is used with therémit risk and control risk in determining
the risk of detection that allows the auditor téedmine the sample considered relevant and
plan work. To estimate risk, both in auditing aritlen fields, there are three broad catego-
ries of methods: qualitative, semi-quantitative angntitative first of which is the most
used even if not always provide an accurate mattieahanodel. The following sections are
presented the three categories of methods and heyvatre applied in specific financial au-
dit activities.

2. Qualitative Risk Assessment

Qualitative risk assessment methods can be usa&tbmbify assets to be detailed and
bear a simple and rapid assessment. In this casegla person or team can gather informa-
tion. This assessment is used often when numedatd are inadequate or unavailable,
resources are limited (budget or expertise) and atftowed is reduced.

Like any risk assessment, the quality begins wittaiming information on risk factors,
followed by risk classification in terms like "agitable” or "unacceptable” or classifications

such as "low", "medium"”, "high". Once seen as fgkassets with a high risk will take mi-
tigation measures, while the remainder will be eabjto further examination by semi-
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quantitative or quantitative methods. These measare based on a hierarchy of business
activities and their associated risks.

Qualitative assessment does not require determthi@dikelihood of data, only esti-
mates of potential losses. Some related itemsiacesbsed in this approach

+ threats- what can go wrong or attack the system suclires ér fraud. They are pre-
sent in any system.

* vulnerabilities- make the system more prone to attacks or thelksdtmay have more
success and greater impact. For example, if fire,presence of flammable materials
is a vulnerability.

» controls- are counter-measures vulnerabilities and tHéécts may be manifested in
the following forms:

0 controls - are counter-measures vulnerabilitiestaad effects may be
manifested in the following forms;
0 preventive controls protect against vulnerabiliiesl attacks can cause failure
or reduce their impact;
o corrective controls reduce the effect of attacks;
o detective controls discover attacks and triggevegmeative or corrective
controls.
After identification, the risks can be grouped ypbrtance and likely to occur and
represented in a matrix. One example concerns fgheoach was proposed by the United
Stated General Accounting Office (Table no. 1).

Table no. 1 — Risk Assessment Matrix

Probability of occurrence

Risk level Frequent Probable Occasional Remote Improbable

Il (Medium)

Il (Low)

IV (Very low)

Source:[United Stated General Accounting, 1999, 22]

In this model the risks are organized by two cidter
1. by level of risk
Risk 1 — undesirable and requires immediate caneetction;

Risk 2 — undesirable and requires corrective actioih some management discre-
tion allowed,;

Risk 3 — acceptable with review by management;

L
[
]
[ ]

Risk 4 — acceptable without review by management.

2. by degree of probability
» frequent - possibility of repeated incidents;
» probable - possibility of isolated incidents;
» occasional - possibility of occurring sometime;
* remote - not likely to occur;
» improbable - practically impossible.
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While not providing accurate results, qualitativedals for risk assessment are often
preferred by professionals. They are more accesaitdl offer some advantages as: a greater
range of work with uncertainty, discretion and riegsiless time for carrying out. [McNeil,
Frey, Embrechts, 2005, 20] In our opinion purehalgfative assessment of risks, although
widely used, including financial auditing, is sufi@al and general and lead ultimately to
the numerical fit to capitalize on the result.

In auditing qualitative risk assessment involvaimesing the qualitative detection risk
level, after assigning a value of 5% audit riskasgessment type "Very low", "Low", "Me-
dium" or "High" for control risk and inherent rigkesented in introduction of this work
(Table no. 2).

Table no. 2 — Qualitative assessment of the rigletdction in audits

Control risk
High Medium Low
High Very low Low Medium
Inherent risk Medium Low Medium High
Low Medium High Very high

Source: [Cosserat, 2005, 138]

Again, qualitative expression will be quantified ander to use the value obtained in
determining sample sizes.

3. Semi-quantitative risk assessment

Semi-quantitative methods are used to describeelative risk scale. For example,
risk can be classified into categories like "lohedium”, "high" or "very high". Number
of levels of risk can vary from 3 to 10 or more.drsemi-quantitative approach, different
scales are used to characterize the likelihoodleémse events and their consequences. Ana-
lyzed probabilities and their consequences do eqtire accurate mathematical data. The
objective is to develop a hierarchy of risks agamguantification, which reflects the order
that should be reviewed and no real relationshipvéen them.

We present further a model of risk assessment by-geantitative method, even if the au-
thors, National Institute of Standards and Techgiek presented it as qualitative methods.
In our opinion, risk estimation with numerical vatuand interpretation of results from qua-
litative considerations, falls the model into tluigtegory. It is presented as a matrix that
takes into account the likelihood of producing #iseand their impact. Risk level is catego-
rized as High, Medium and Low. In the following exale (Table no. 3) probability to
produce threats are assessed on a scale from Q.10t4 - low 0.5 - Average, 1.0 - high),
and the impact on a scale from 10 to 100 (10 - B@% 100 medium - high).

Table no. 3 — Risk-Level Matrix

Threat Impact
Likelihood Low (10) Medium (50) High (100)
High (1.0) Low Medium High
(1.0x10=10) (1.0 x50 =50) (1.0 x 100 = 100)
Medium (0.5) Low Medium Medium
(0.5x10=5) (0.5 x50 = 25) (0.5 x50 = 50)




Qualitative, Semi-Quantitative and, Quantitativethbds for Risk Assessment... 647

Low (0.1) Low Low Low
(0.1x10=1) (0.1 x 50 = 5) (0.1 x 100 = 10)
Source:[Stoneburner, G., Goguen, A., Feringa, A., 20, 2

As seen from Table no. 4, the risk lies in the mfigo 100 and reflects the degree to
which the system is exposed to vulnerabilities as:
 high risk(between 50 and 100) - require corrective act®aaon as possible;
» medium riskbetween 10 and 50) - are necessary correctivenaahd requires a plan
for incorporating them into current business;
» low risk (less than 10) - decision-maker must consider wbatective measures are
still necessary to adopt or accept the risk.

We consider that semi-quantitative assessmentefillusspecially as a quantification
of risk is difficult and, to a considerable extetiite extreme. At the same time, qualitative
interpretation is too subjective. The combinatidnttee two models can be a solution in
some cases, combining the specific advantagesodf @ad decreasing their disadvantages.
In addition, the implementation of risk assessmmatlels through qualitative methods, the
software is often resorting to using semi-quantigatmethods, even if the result obtained
will result in a qualitative assessment of risks.

In auditing semi-quantitative assessment involtesaward of such assessments very
low, low, medium, high risk for each component d@hen framing their numerical values.
As discussed in the introduction of this papereneit risk is one of the components of au-
dit risk. Inherent risk can be specific and gendbatermination of general inherent risk are
made at management level, accounting, auditingbaisthess by formulating responses to
sets of questions for each risk category. Spetifierent risk involves tracking areas corre-
sponding to each class of accounts, and othemssctif the audit as balances and accounts,
interim financial statements and records at yeat. &inally, the auditor should obtain a
level of risk inherent in the responses obtaineddybining the two components (general
and specific) and the results are interpreted adegito Table no 4.

Table no. 4 — Factors associated with inherent risk

The number of The general level of risk inherent
specificinherent Very low Low Medium High
risksidentified
0, 1, 2 risks 23 % 50% 70% 100%
3, 4 risks 50% 70% 100% 100%
5, 6 risks 70% 100% 100% 100%

Control risk arises where the auditor wishes tg, ri@l part or in full, on certain internal
controls conducted by the organization. Evaluatian be done quantitative and / or qualita-
tive, and the results are close, as exemplifiebiaible no. 5

Table no. 5 — Risk assessment associated control

. : Risk level
Support provided by internal control Oualitative Ouantiative
High - excellent control, both specifi Low 10%-30%
and compliance
Moderate - good control, but there g Moderate 20%-70%
some shortcomings in the specific cg
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trol or compliance
Low - control deficiencies, specific and High 60%-100%
or compliance

Source:[Robertson, Davis, 1998, 305]

Non-sampling risk detectioshould be considered when the analytical procedare
considered important to obtain audit evidence toea® the mission. In Table no. 6 are pre-
sented sections involved and their confidence todmsidered when planning the audit.

Table no. 6 — Detection risk factors associated-sampling

Audit sections Certainty Risk
Stock and work in progress moderate 56%
Zero 100%
Debtors and creditors moderate 56%
Zero 100%

Sales, purchases and expenses High 31%
Moderate 56%
Zero 100%

Wages and allowances High 31%
moderate 56%
Zero 100%

After determining the inherent risk, control riskdanon-sampling detection risk, sam-
ple size is set to be tested. They may be systeafigtior randomly selected to verify
transactions or based on a sampling interval feckimg balance sheet items. In table no. 7
are presented sample sizes and ranges to be ustiffdoent levels of risk.

Table no. 7 — Sample sizes and sampling intervals

Intervals Sample size
78.4 — 100 53
58.5-78.3 48
43.8- 58.4 43

33-43.7 38
24.9-32.9 33
18.9-28.4 28
14.4-18.8 23
11.1-14.3 18

85-11 13

6.6 —8.4 8

0-6.5 3

After determining the sample size will be extracede@ments to be considered by the
auditor, based on statistical or non-statisticathods or non-statistical in order to be repre-
sentative for the entire population that they reprg.

Another important issue to be considered at tragatistolerable error accepted by the
auditor. It is the weight that the auditor can accept in poputatiemained at the same time,
willing to use the estimated control risk and /festimated amount of errors monetary from
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operations, determined during the planniprens, Elder, Beasley, 2006, 514] This weight
affects the sample size by an inverse relationSraple no. 8).

Table no. 8 — The risk - sample size

Element analysis SENDE S
Decreases Increase
Risk estimates of control is low X
Risk estimates of control is high X
Accepted permissible error is small X
Accepted permissible error is high X
Deviation of expected share of the population g lo X
Deviation of expected share of the population ghhi X

The three components of audit risk are interrelated, therefore, there are still many
differences of opinion on the valuation method ¢oused. As stated earlier, the audit risk is
considered usually takes a constant value of 5%isanded with the inherent risk and con-
trol risk in determining the risk of detection tlakows the auditor to determine the sample
considered relevant and plan work . Its objects/iset a level as low risk and at the same
time, a corresponding relation between the risk@u of audits.

Determining the relationship between the three ncaimponents of audit risk is car-
ried by the following formula:

AR =IR x CR x DR
Where:
AR — audit risk;
IR — inherent risk;
CR — control risk;
DR — detection risk.

The result obtained for the audit risk can be esgrd terms of quantity (percent) or
quality ("low", "medium", and ,high").

This model starts from the premise that the the@aponents of audit risk are inde-
pendent, which does not reflect reality. For examphtanagement will establish a level of
control so that it can be determined errors ari§iom the inherent risk. Under these condi-
tions, separate assessment of inherent risk anaotahat will not provide a real level of
risk.

4, Quantitative risk assessment

Making a quantitative risk assessment model iseclly a topic discussed by many
specialists from different fields, with more ordesmuccessful. In present, methods are varied
most notably beingariance method, value at risk method (with severlants normal
Delta method, historical simulation method, and KéoCarlo method), Delphi method,
Bayesian method, belief functions metHaderms of audit and this work presents particular
interest last two methods and therefore present thedow.

4.1. Bayesian method for risk evaluation

Bayesian risk assessment method was originally ldped in the nuclear industry
where the consequences of inadequate forecastsecdavastating and has been taken and
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adapted in many areas. It offéhe possibility to use personal and objective phuliy es-
timates changing as new data appear as elemenisadrtainty are numerous, subjective
and may be revised following the acquisition obiinfation [Van Den Acker, 1996, 71]
Bayesian models based on Bayes'’s theory have deatlprocedures to revise probability
by changing the initial values based on experimaetsults.The probability of an event is
conditional on another event unknown or uncertain.

A bayesian network is a graphical model probalilist relationships between a set of
variables. There are several features that bethefit use in systems development [Ander-
son, Sweeney, Williams, 1999, 156-158]:

» can use incomplete data setich led to their use for developing intelligeystems;

 allow study of causal relationsseful when a domain wants understanding and an op
portunity to make predictions for some intervension

» bayesian networks combined with Bayesian statistidnniquedacilitates combining
domain knowledge with data

» bayesian methods are used with Bayesian networketer modelsffer an effective
approach to avoid duplication of data

Bayesian method was first used in the audit of@Gheadian Institute of Certified Ac-
countants in 1980 and was taken over and adaptdiféoent specific situations audit of a
large number of researchers in the field. The gdrfermula of Bayes's theorem, applicable
to the audit, to calculate posterior probabilitieat add additional information is [Van Den

Acker, 1996, 73]:
P(A |E)P(E)

P(E |A)=
EIA) =)

Where:

P(E) — unconditional or prior probability of errors;

P(E|A)) — posterior probability (conditional) probabilithat the event's status if a re-
lated experiment results. In auditing the finansiatements is the probability of acceptance
based on evidence even if they contain errors @iiskcorrect acceptance auditor);

P(A) — marginal probability of total or simultaneouils involving acceptance, de-
termined by the relationship:

P(A) =Y PE)XP(A [E)jar | = 12,..m

P(A|E) — conditional probability of error, given the dincial statements on the basis of
evidence (user acceptance undue risk).
Example:When assessing audit risk associated with accotimtsauditor has deter-
mined, based on experience, the following integiret:
» probability forecast that there will be no errossaciated with accounting, Al, given
that accounting is correct organization: P(A1|ED).%5;
» probability forecast that there will be errors asated with accounting, A2, given that
accounting is correct organization: P(A2|E1) = 0.25
» probability forecast that there will be no errossaciated with accounting, Al, given
that accounting organization is incorrect: P(A1|EZ).30;
» probability forecast that there will be errors asated with accounting, A2, given that
accounting organization is incorrect: B|&) = 0.70;
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Probabilities of existence, lack of associated anting errors, respectively, are sub-
jective and are determined by analysis of compamydhents. They should allow a decision
on the level of risk or to determine the collect@i new information, if obtained are not sa-
tisfactory. Based on preliminary analysis of thlexce established that:

* likelihood that accounting organization to be cottis: P(E)=0.65 and
« likelihood of errors is: P(§=0.35.

Based on two sets of probabilities can determieeaigk associated with accounting.

The lack of errors probability based forecast igext that accounting organization is
determined by the relationship:

P(E |A,) = P(A |E,)P(E) _ 0.75%x 065 - 082
P(A |E)P(E)+P(A |E,)P(E) 075%x 065+ 030x 035
The likelihood that no errors if documents analyiis forecast is 0.82.

The likelihood of errors, based on forecast thaippr accounting organization is de-
termined by the relationship:

P(E |A,) = P(A |E,)P(E,) _ 030x 035 _
' P(A |E,)P(E) +P(A |E,)P(E) 075x 065+ 030x 035

The probability that there are errors in the caadi& under which analyzes accounting
documents forecast that the accounting organizadicorrect is 0.18.

The probability of errors, on the basis of accaumpis incorrect prediction that the or-
ganization is determined by the relationship:

P E,)P(E )
P(EZ |A2) — (AZ | 2) ( 2) - 070X 0-35 — 060
P(A, |E,)P(E,)+P(A, |E,))P(E) 070x 035+ 025x 065
The probability that there are errors in the caadiunder which analyzes accounting
documents forecast that is 0.18.

The likelihood of errors, based on forecast thaprmper accounting organization is
determined by the relationship:

P E)P 025x 065
P(A, |E))P(E)+P(A |E,)P(E,) 025x 065+ 070x 035

The probability that no error given that analyzeguiments is expected of them is
0.40.

The probability that the statement certifying tloewacy is given by P (A1) by the re-
lation:

P(A)= P(A|E)P(E)+P(AE)P(E)=0.75 X 0.65+0.30% 0.35=0.60 and the probabil-
ity to be unfavorable P(A=1-0.60=0.40.

Value resulting from the risk analysis is determires the product of the probabilities
of previously obtained, with relationship:

P=P(A) P(E |A,)+P(A) P(E, |A,) =0.6%0.82+0.6¢0.18=0.6

Risk associated with accounting, according to Baygseorem, is 60%. In these cir-
cumstances the auditor may use the implementafidorther analysis or can accept this
value that combines the values obtained from theaheing risk categories to determine the
sample size. If choose the first option, it mugetinto account the cost of obtaining addi-
tional information to determine if they are jusii by the benefits. Thedvantage®f this
approach are: (1the possibility that all samples can be integrated (2)the possibility
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that risk can be controlled and determined at vasidevels of decomposition and can be
aggregated to obtain overall risk of financial €tatents

The most importantisadvantagesre: (1)the difficulty of obtaining data entry, be-
cause function arguments must be mutually exclusilieeh is not the case in auditing since
some risks are interdepende(R) time to determine the risk is very high if theraisery
large number of variables

4.2 Belief functions method for risk evaluation

Belief functions have the origins in the 17th centin the author G. Hooper and J.
Bernoulli papers and their study was continued bySBafer (1976), D. Gabbay and P.
Smets (1998), G. Shafer and R. Srivastava ( 1990mets (during 1990-1998), R. Yager
and others in 1994. It is based on probability tizegnd it is actually Bayes's theory ap-
proach in special conditions. [Srivastava, Mock)2(2] There are three important features
used in this model: basic probabilistic assignn{also called function-m or m-values), be-
lief function and plausibility function.

Basic probabilistic assignmerg a primitive form of evidence and theory lieslie in-
terval [0, 1]. The main difference between the galun and probability is given that the
probabilities associated with individual elements get, for exampl®, while the m-values
is attributed to subsets of its elements. Thihiésrmeasure of confidence associated with a

subset of assumptionPleIZe and cannot be divided into elementary componéintisere is
evidence that supports a subset of hypotheses Aareidence for another subset@f
m(A)=s and m(X)=0 for any XI & with A Z 0, then m n®)=1-s, and the result obtained
in 1-s is given all the assumptions that the@eind no denial of the hypothesis, ~[Rlo-
rea, Boangiu, 2005, 158] The sum of values of ni.isThe value of basic probability
assignment for a set a (m(A)) is given by the folltg relationships [Sentz, 2002, 13-14]:

m:P(X) - [0,1]

m(2)=0

> m(A)=1
AOP(X)
Belief function, noted by Bel, corresponding torab@bility assignment functions m

associate to any subset of hypotheses Zeoiamount of belief each subsets of A based on
m. [Florea, Boangiu, 2005, 159] Formula relating &klunction is:

Bel(A) = > m(B)

bOA

In belief function, sets of basic probability agsigent values are not only each state,
but also all possible combinations of these stdtes.example, m-values are assigning sin-
gle items, sets of two, three or more items andreeisets®. If we consider a decision
problem with n elements or possible states, reptedeby® ={a;, &, & &}, where the
probability assigned to each state sé&t B(8>0 where i=1,2,3,...,n and the sum of all these

probabilities is 1, Bel:2¢ —[0, 1] is a belief function, if and only if the folving condi-
tions are met [Van Den Acker, 1996, 2]
Bel () =0

Bel (©@)=1
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AA,...ADQ
BelA OA O..0A ZZBe@A)—ZBeaAm A)+=+(D"BelA, N A

i<j
One consequence of this axiom is Bel(A)+BAN<1.

Plausibility functionis a third element to consider when determining tlelief func-
tion in risk assessment. It is noted by Pl andectdl the extent to which information from
one source does not contradict a sentence conditteiee [Campos, Cavalcante, 2003, 104]
Relationship of calculation is:

PI(A)= > m(B)

B|Bn Azg

From previous formulas it obtains value for plai#ipfunction based on belief func-
tions: PI(A)=1-Bel(~A)andPI(~A)=1-Bel(A) where ~A is the complement of A.

In general, Bel(AE PI(A), when we consider sentence A true, then plasisible, not
to be true, necessarily, and otherwise. [Strivast@hafer, 1992, 259] Where PI(A)=0 we
are sure that A is false, while, if Bel (A) = 0 dagot have enough evidence to believe true.
The structure of audit evidence generally corredpdn a network of variables with differ-
ent levels of decomposition and using the beliefcfions is boosted by the possibility of
representation of uncertainty resulting from ffegtial ignoranceandanalysis of random
The most important studies in this area are thhoasitR. Srivastava and G. Shafer which
have discussed risk analysis in the accounts byingakthree-level grouping [Strivastava,
Shafer, 1992, 259-309]: financial statement leealch account level and audit objectives
level. Based on these variables, they presentedassibility of audit evidence aggregation,
useful especially if a sample is the basis for ygialand evaluation for more objective or
more accounts.

The mainadvantageof using belief functions method for audit risksassment and
representation are [Strivastava, Shafer, 1992 ,32&%:

 risk assessment is based on plausibility functiod iaterpretation of its components
with the belief functions makes it more intuitive;

* representation constituents with positive, negadivé mixed values better reflect real-
ity

» representation on different levels of certainty fioiormation from the same source
makes it easier to distinguish between risk caiegor

Two methods for obtaining the basic probabilityigissent for a set of elements have
been proposed by experts in the field [Strivasta®85, 96]:

« directly by the decision maker on the basis of sciye judgment;
» from a compatibility relationship between a framighwknown probabilities and the
frame of interest.

In the first casef, for example, the auditor examined the accoistecorded revenue
and believes that they have a low confidence omrdineectness of the value of 0.2 on a scale
from 0 to 1 and no evidence that they are incortteet balance accounts are believed to be
correct. If we note the measure they are beliewddet correct and ~ to the extent they are
considered incorrect, we have the following setsasffidence m values: m(a)=0.2, m(~a)=0
and m(a,~a)=0.8, and their sum is 1. In audit it itderpret these values as the support the
evidence obtained directly from the function argntaen-values. In the example above, the
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confidence on the correctness of the accountisudd there is no reason to assign values
to function that reflect their unfairness and G8elated confidence whole ft{a,~a}. In

this example, although the confidence for the ainess of the accounts of revenue is low,
the overall situation is favorable.

In the second cassuppose that we have two compatible sets A arigbBh probabil-
ity P(a) (dJA), must contribute to the formulation of a degoée&onfidence subsets F(a) of
B consists of elements which a is compatible witithere are several elements a to be
compatible in both sets, they will contribute tastr for B. Formally, for each subset F of a
set B, m (B) is the sum of probabilities that thlationship:

m(C)= > P(a)
I(s)=B

The value m is defined as the basic probabilistgEigmment to fulfill the same condi-

tions that were previously presented (their surh aimdm(ﬂ): 0). For example, it can be

used in the case of the risk assessment asso@atedinting job descriptions are used as
evidence to show the decentralization of functiang to determine, in conjunction with
evidence confirming studies, training of accourgadtssume that the auditor determines a
low level for decentralization of accounting fumets, such as 0.2 on a scale from 0 to 1
based on information received from the previousitatdbut he don’'t have other evidence
of decentralization. In these conditions,ytf)=0.2, myy (~f)=0 and my(f, ~f)=0.8, where f
certify accounting function decentralization, anfl corresponds to its central organization.
If the auditor collects additional evidence throwgtalysis of job descriptions and believes
that confidence on the decentralization of accagntunctions provided by them is 0.4 and
still have no evidence refuting the statement,pitevious values are gg{f)=0.4, m(~f)=0
and m(f, ~f)=0.6.

In the situation presented, 40% is attributed ®litkelihood ofa and 60% is attributed
to the whole set {a, ~a}. If we apply belief furani formula:

Bel(A) =) m(B)
bOA

In the proposed example, we get:

Bel(a)=m(a)=0.6 and Bel(~a)=m(~a)=0 and
Bel(©® )=m(a)+m(~a)+m({a,~a})=1.

One of the greatestdvantagef the belief functions is given by the fabat a zero
value assigned to a variable, it is probably badf the lack of any evidence, while the
probability theory, any null result is considerealsk. [Strivastava, 1995, 99] This differ-
ence between approaches makes the theory of hatietions more flexible and suitable for
risk assessment in audit.

After taking evidence from various sources, andgasisg confidence, by the auditor,
their aggregation is necessary to obtain the fiiade of the risk. To this end, researchers
found the most appropriate theory Demspter fortaudi

Example 1 We consider two classes of independent sampiésandm2 for an ac-
count appropriate factors inherent respectivelgrimal control showing that no errors:

« from inherent factors: fa)=0.3, m(~a)=0 and n({a, ~a})=0.7 and
« from internal controls: afa)=0.8, m(~a)=0 and n{({a, ~a})=0.2

Where:

a - account A is correct;

~a — account A has errors.
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If you combine the two categories of evidence, @®red independent in this exam-
ple, by applying Dempster's rule, we get the foltayvvalues for the basic probabilistic
assignment:

m(a)= m(a) m(a)+ m(a) m({a, ~a})+ m({a, ~a}) my(a)
=0.3x0.8+0.3x0.2+0.7x0.8=0.86
m(~a)= m(~a) my(~a)+ m(~a) n&((j{a, ~a})+ my({a, ~a}) my(~a)=0
an
m({a,~a})= m1l({a, ~a}) m2({a, ~a})=0.7x0.2=0.14
and belief and plausibility will be:
Bel(a)= m(a)=0.86, Bel(~a)=0
Pl(a)=1-Pl(~a)=1, Pl(~a)=1-Bel(~a)=0.14 and
Bel(®)=m(a)+m(~a)+m({a,~a})=1

From the results obtained, the risk which the awdissociated account A is 14%.

Example 2 Suppose that the same inherent factors in pnogitie same basic values
as a probabilistic allocation in the previous ex@mput by assessing internal control audi-
tor found that 20%, there are errors in accounlyaisg In this case values will be:

» from inherent factors: ga)=0.3, m(~a)=0 and n({a, ~a})=0.7 and
» from internal controls: gfa)=0, m(~a)=0.2 and nf{a, ~a})=0.8

Combining them with get Dempster's rule we get:

K=1-[ m1(a) m2(~a)+ ml(~a) m2(a)]=1-(0.3x0.2+0)=0.9

="M@ (e ma-alin(@)_ 0380500720 gy

_ml(am2(apml(am2({a a})+mi{a;ya})m2(«)_0x0.20x0.80.7x0.2

=014¢
e K 094

m(a) = ml({a,~ a})KmZ({a,~ a}) _ 0.07_;(2-8: 05957

In this case, the values obtained for belief funrtnd the plausibility are:
Bel(a)=m(a)=0.2553
Bel(~a)=m(~a)=0.149
Pl(a)=1-Bel(~a)=0.5957
Pl(~a)=1-Bel(a)=0.7143

Risk which the auditor assigned account is consitiér this case 71.43%.
In both cases the auditor may proceed to colleditiadal evidence to reach a value of
95% or plausibility function can accept the valltained to investigate other types of risks.

5. Conclusions

Audit risk evaluation and interpretation is stilkabject of argument in more special-
ized environments and approaches outlined abovéueter evidence of the different ways
for such activities. This trend is also due todhsence of rules to define exactly the sources
of risk and how to understand them. Internationadliing Standards provides, in our opin-
ion, from this point of view, a subjective imagegeaall, on how the auditor should address
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the risk in carrying out the works and allow interfation based on his knowledge and ex-
perience. Because no such classification is clegtrthere is no division into categories of
influence of sources of risk. All this has led tncerns in the area to be directed primarily
towards probabilistic interpretation of risk, inrpeular Bayesian theorem and belief func-
tions described above. International literatureerewhen compared with other concerns, we
cannot say that abound in such interpretationsetlexist and some are famous, at least to
theoretical level. If we consider the practicaltparthe problem, existing applications oper-
ates mainly on the same model of internationaldsteas, for various reasons, including the
fear of creating conflicts and inconsistencies edusy legislation, the organizational con-
text and other criteria more or less objective.

From the methods presented in this paper we canbieleef functions method best
suited to current requirements of the audit evérad the following limits:

« is difficult or even impossible to identify all pottial sources of risk;

« all sources of information and all risk associatechponents contribute equally to the
final value;

» award confidence on the accuracy of evidence igstibe, for assessing them by the
auditor based on experience and knowledge he Eessess with the standard model.
Even under those limits believe that belief funectionethod has significant advantages

compared to the rest of interpretations:

» conduct a classification audit risk associated aamepts on sources of information;

 consider three situations in which the auditor raagounter: one in which, following
the documentation found reliability of evidenceg thecond they find their incorrect
and the third not sufficiently aware of the compadited statement and therefore
cannot give an opinion;

» provides a way to merge both the sources of evielemal the results obtained from
their analysis;

» results are achieved through the objectives innthg of organization and functioning
of accounting work, including evaluation of emplege

» provides flexibility. The auditor may collect andadyze certain evidence and, on this
basis, to determine the risk.

All methods of risk assessment are, as we presémtiis paper, advantages and dis-
advantages, and the solution is often not finding perfect method (impossible, in our
view), but the most appropriate, depending on ttevity that is applied, able to identify
and take into account as many situations involvigkj and an objective assessment of their
influences on the course of normal activity of ¢iiganization.
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